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What is the source of  the r-process?

!
• Long	  time	  emphasis	  on	  

CCSNe	  as	  the	  source	  of	  
the	  r-‐process,	  pretty	  easy	  
to	  make	  GCE	  work,	  but	  
problems	  getting	  required	  
conditions	  
!

• NS-‐NS,	  BH-‐NS	  mergers	  
now	  becoming	  more	  
favored,	  but	  maybe	  some	  
issues	  with	  GCE

Highly-r-process-enhanced stars 3
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Figure 1. [Eu/Fe] ratios for all stars in the Roederer et al.
(2014a) sample. The red line marks [Eu/Fe] = +0.78, the lower
limit for classifying a star as highly-enhanced in r-process ma-
terial. Red circles mark stars examined in our study, and the
blue squares mark stars with high levels of [Eu/Fe] resulting from
s-process enrichment. The dotted line marks the solar ratio.

giants (CS 22886–012, CS 22943–132, CS 22945–017,
CS 22945–058, CS 22958–052, CS 29529–054) and three
field stars that occupy the same region of the temperature-
gravity diagram as the RHB stars in globular clus-
ters (CS 22875–029, CS 22882–001, CS 22888–047).
Preston et al. (2006) presented abundances for a limited
selection of heavy elements in these three RHB stars. Their
results are similar to those presented here (Section 4),
but that study did not discuss the high levels of r-process
enhancement found in these stars.

Portions of the spectra of the 13 highly-r-process-
enhanced stars are shown in Figures 2–4. The n-capture
absorption lines are substantially stronger in the cool gi-
ants, and there are many lines present. This illustrates
why highly-r-process-enhanced stars have been preferen-
tially identified among cool giants. Absorption lines that
are weak in cool giants would be swamped by the contin-
uous opacity in warmer stars, rendering them undetectable.
None of these subgiants or RHB stars were selected for ob-
servation based on the strength of their n-capture absorption
lines.

Two other stars have [Eu/Fe] ratios in excess of the
lower limit established to identify highly-r-process-enhanced
stars (CS 22956–102 and CS 29497–030). Their abundance
patterns are clearly indicative of enrichment by large
amounts of material produced by s-process nucleosynthesis.
These stars are marked with blue squares in Figure 1 and
discussed separately in the Appendix. We shall not consider
them further here.

3 SUMMARY OF OBSERVATIONS AND

ANALYSIS TECHNIQUES

Table 1 presents a record of observations. Observations were
made with the Magellan Inamori Kyocera Echelle (MIKE)
spectrograph (Bernstein et al. 2003) on the 6.5 m Walter
Baade and Landon Clay Telescopes (Magellan I and II)

at Las Campanas Observatory. These spectra were taken
with the 0.′′7× 5.′′0 slit, yielding a resolving power of R ≡
λ/∆λ ∼ 41,000 in the blue and R ∼ 35,000 in the red as
measured from isolated ThAr lines in the comparison lamp
images. The red and blue arms are split by a dichroic at
≈ 4950 Å. This setup achieves complete wavelength coverage
from 3350–9150 Å. Signal to noise (S/N) estimates at several
reference wavelengths are listed in Table 2. The footnotes to
Table 2 identify stars that were reimaged during the course
of the Las Campanas Objective-Prism Survey (Beers et al.
1992) or the Hamburg-ESO Survey (Christlieb et al. 2008).

Roederer et al. (2014a) used model atmospheres inter-
polated from the grid of one-dimensional marcs models
(Gustafsson et al. 2008) and performed the analysis using
a recent version of the spectral line analysis code moog

(Sneden 1973; see discussion in Sobeck et al. 2011). Effec-
tive temperatures (Teff) and microturbulent velocities (vt)
were derived by requiring that abundances derived from
Fe i lines showed no trend with the excitation potential and
line strength. For stars on the horizontal branch, log g was
derived by requiring that the Fe abundance derived from
Fe i lines matched that derived from Fe ii lines. For the
other stars, surface gravities (log g, in cgs units) were cal-
culated from the relationship between Teff and log g given
by theoretical isochrones in the Y2 grid (Demarque et al.
2004) assuming an age of 12 ± 1.5 Gyr. The Fe abundance
derived from Fe ii lines was taken to represent the over-
all metallicity, [M/H]. The derived model parameters and
their statistical (internal) uncertainties are presented in Ta-
ble 3. These values are identical to those presented in Table 7
of Roederer et al. and are reproduced here for convenience.
Roederer et al. estimated the systematic uncertainties by
comparing model parameters with those derived in previ-
ous studies. For red giants, subgiants, and stars on the hori-
zontal branch, these comparisons for the full sample yielded
standard deviations of 151, 211, and 156 K in Teff , 0.40, 0.34,
and 0.42 in log g, 0.41, 0.33, and 0.26 km s−1 in vt, and 0.24,
0.22, and 0.16 dex in [Fe ii/H]. We adopt these as the sys-
tematic uncertainties in the model atmosphere parameters.

Table 8 of Roederer et al. (2014a) lists the atomic data
for each transition studied. Spectrum synthesis was per-
formed for lines broadened by hyperfine splitting or in cases
where a significant isotope shift may be present. For un-
blended lines, Roederer et al. used moog to compute theo-
retical equivalent widths, which were then forced to match
measured equivalent widths by adjusting the abundance.
Roederer et al. derived 3σ upper limits when a line was not
detected. Table 11 of Roederer et al. lists the abundances
derived from each line in each star. That study also adopted
corrections to account for departures from local thermody-
namic equilibrium (LTE) in the line formation regions for
Li i (Lind, Asplund, & Barklem 2009), O i (Fabbian et al.
2009), Na i (Lind et al. 2011), and K i (Takeda et al. 2002).
Weighted mean abundances and uncertainties were com-
puted using the formalism presented in McWilliam et al.
(1995b). We do not repeat the full set of abundances here,
but a few key element ratios are reproduced in Table 3 for
convenience.

c⃝ 2014 RAS, MNRAS 000, 1–17

from Roederer et al. ’14



What is the source of  the r-process?

Heavy	  elements	  in	  low	  metallicity	  halo	  stars

From	  Sneden	  et	  al.	  ‘08

!
• Long	  time	  emphasis	  on	  

CCSNe	  as	  the	  source	  of	  
the	  r-‐process,	  pretty	  easy	  
to	  make	  GCE	  work,	  but	  
problems	  getting	  required	  
conditions	  
!

• NS-‐NS,	  BH-‐NS	  mergers	  
now	  becoming	  more	  
favored,	  but	  maybe	  some	  
issues	  with	  GCE



Merger Mass Ejection
� Dynamical Ejecta 

� Material is tidally 
ejected through the 
outer Lagrange points  

� GR -> matter ejected 
from collision region 

� Disk winds (e.g. Surman et 
al. ’08, Wanajo et al. ’11, Just et 
al. ‘14) 

� Disk outflows from 
viscous heating and 
alpha recombination 
(Lee et al. ’09, Fernandez & 
Metzger ’13)

Bauswein et al. ’13



Dynamical Timescale for the Ejected Material:

€ 

τ ej ≈10 ms
Ejected Material is neutron rich:

Tidal material has low initial entropy:

Can they make r-process nuclei? easy!

Which implies a neutron to seed ratio:

Initial distribution will be in NSE, 
clustered around doubly magic 
nuclei

see Lattimer & Schramm ’76 and Freiberghaus et al. ’99

Nuclear Evolution of  the 
Dynamic Ejecta

	  >	  



� Pure r-process material 

� Fission cycling 

� Relatively small dependence on initial conditions

Courtesy	  of	  J.	  Lippuner



The effect of  weak 
interactions

Ye

The r-process in neutron star mergers 3
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Fig. 3.— Ejecta mass fractions vs. Ye (top) and S/kB (bottom)
at the end of simulation. The widths of Ye and S/kB are chosen
to be ∆Ye = 0.01 and ∆S/kB = 1, respectively.

phase, neutrinos coming from the HMNS surface play
a crucial role and the Ye’s become ∼ 0.2–0.4. Bipolar
structures as found in Hotokezaka et al. (2013b), with
Ye ∼ 0.4, can also be seen in Figure 1 (top and middle
panels).
To make clear the role of neutrinos, the Ye evolution is

re-computed by the reaction network (Ye,network) for a se-
lected Lagrangian mass-element particle (an open circle
in Figure 1, bottom) traced from our grid-based simula-
tion. The computation is initiated at t = 6.39 ms with
the simulation value of Ye = 0.134 when the temperature
is still high (∼ 50 GK). The Ye,network from this time to
t = 13.7 ms (the end of simulation; ∼ 6 GK) is followed
by the network with the thermodynamic quantities of the
tracer particle. The temporal neutrino luminosities and
mean energies are adopted as those angle averaged from
the simulation result. Figure 2 displays the resulting
Ye,network evolutions with (red) and without (blue) the
neutrino captures on free nucleons. We find that, with-
out the neutrino captures, the Ye,network still increases by
positron capture but only to 0.19 at t = 13.7 ms. With
the neutrino captures, in contrast, the Ye,network reaches
0.37 at t = 13.7 ms (which is in agreement with the sim-
ulation Ye).
The ejecta mass fractions of Ye’s (top) and entropies

(per nucleon; S/kB, kB is Boltzmann’s constant, bottom)
at the end of simulation evaluated on the orbital plane
are displayed in Figure 3 with the widths of ∆Ye = 0.01
and ∆S/kB = 1, respectively. We find that the Ye’s
widely distribute between 0.09 and 0.45 with greater

amounts for higher Ye, in which the initial β-equilibrium
values (≪ 0.1) have gone. Strong shock heating and also
(to lesser extent) neutrino heating result in S/kB = 8–26
(with generally higher values for higher Ye), being sizably
greater than those in the previous studies (S/kB ∼ 1–3,
Goriely et al. 2011).

3. THE r-PROCESS

The nucleosynthesis analysis makes use of the thermo-
dynamic trajectories of the ejecta particles traced on the
orbital plane. A representative particle is chosen from
each Ye-bin (from Ye = 0.09 to 0.44 with the interval of
∆Ye = 0.01) shown in Figure 3 (top). For simplicity,
we do not analyze the non-orbital components because
of the dominance of the ejecta masses close to the or-
bital plane. Each nucleosynthesis calculation is initiated
when the temperature decreases to 10 GK, where the ini-
tial composition is given by Ye and 1 − Ye for the mass
fractions of free protons and neutrons, respectively.
The reaction network consists of 6300 species, all

the way from single neutrons and protons to the Z =
110 isotopes relevant for the r-process. Experimen-
tal rates, when available, are taken from the latest
versions of REACLIB5 (Cyburt et al. 2010) and Nu-
clear Wallet Cards 6. Otherwise, the theoretical es-
timates of fusion rates7 (TALYS, Goriely et al. 2008)
and β-decay half-lives (GT2, Tachibana et al. 1990) are
adopted, where both are based on the same nuclear
mass model (HFB-21, Goriely et al. 2010). Theoreti-
cal fission properties adopted are those estimated on
the basis of the HFB-14 mass model (Goriely et al.
2009). For fission fragments, a Gaussian-type distribu-
tion (Kodama & Takahashi 1975) is assumed with emis-
sion of four prompt neutrons per event (Goriely et al.
2013). Neutrino captures are not included, which make
only slight shifts of Ye (typically an increase of ∼ 0.01
from 10 GK to 5 GK; see Figure 2).
The hydrodynamical trajectories end with the temper-

atures of ∼ 5 GK. Further temporal evolutions are fol-
lowed by the density drop like t−3 and with the tem-
peratures computed with the EOS of Timmes & Swesty
(2000) by adding the entropies generated by β-decay, fis-
sion, and α-decay. This entropy generation slows the
temperature drop around 1 GK (see, e.g., Korobkin et al.
2012). The effect is, however, less dramatic than those
found in the previous works because of the higher ejecta
entropies in our result.
Figure 4 (top) displays the final nuclear abundances for

selected trajectories. We find a variety of nucleosynthetic
outcomes: iron-peak and A ∼ 90 abundances made in
nuclear quasi-equilibrium for Ye ! 0.4, light r-process
abundances for Ye ∼ 0.2–0.4, and heavy r-process abun-
dances for Ye " 0.2. Different from the previous works,
we find no fission recycling; the nuclear flow for the low-
est Ye (= 0.09) trajectory reaches A ∼ 280, the fissile
point by neutron-induced fission, only at the freezeout
of r-processing. Spontaneous fission plays an important
role for forming the A ∼ 130 abundance peak, but only
for Ye < 0.15.
Figure 4 (bottom) shows the mass-averaged nuclear

5 https://groups.nscl.msu.edu/jina/reaclib/db/index.php.
6 http://www.nndc.bnl.gov/wallet/
7 http://www.astro.ulb.ac.be/pmwiki/Brusslib/Brusslib.

Wanajo, et al. ‘14Lippuner, LR, Duez et al. in prep

BH-‐NS NS-‐NS
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Fig. 4.— Final nuclear abundances for selected trajectories (top;
Ye = 0.09, 0.14, 0.19, 0.24, 0.34, and 0.44) and that mass-averaged
(bottom; compared with the solar r-process abundances).

abundances by weighting the final yields for the repre-
sentative trajectories with their Ye mass fractions (Fig-
ure 3). We find a remarkable agreement of our result
with the solar r-process abundance distribution over the
full-A range of ∼ 90–240. This striking result, differ-
ing from the previous works exhibiting production of
A > 130 nuclei only, is a consequence of the wide Ye
distribution predicted from our full-GR merger simula-
tion with neutrino effects taken into account. Note also
that fission plays only a subdominant role for the fi-
nal nucleosynthetic abundances. The second (A ∼ 130)
and rare-earth-element (A ∼ 160) peak abundances are
dominated by direct production from the trajectories of
Ye ∼ 0.2. Our result reasonably reproduces the solar-like
abundance ratio between the second (A ∼ 130) and third
(A ∼ 195) peaks as well, which is difficult to explain by
fission recycling.
Given that the model is representative of NS-NS merg-

ers, our result gives an important implication; the dy-
namical component of NS-NS merger ejecta can be the
dominant origin of the Galactic r-process nuclei. Other
contributions from, e.g., the BH-torus wind after col-
lapse of HMNSs (Surman et al. 2008; Wanajo & Janka
2012; Fernández & Metzger 2013), as invoked in the pre-
vious studies to account for the (solar-like) r-process uni-
versality, may not be needed. The amount of the en-
tirely r-processed ejecta, Mej ≈ 0.01M⊙, with present
estimates of the Galactic event rate, a few 10−5 yr−1

(e.g., Dominik et al. 2012), is also compatible with

the mass of the Galactic r-process abundances (e.g.,
Wanajo & Janka 2012).

4. RADIOACTIVE HEATING

The r-processing ends a few 100 ms after the onset
of merger. The subsequent abundance changes by β-
decay, fission, and α-decay are followed up to 100 days
after the merging; the resulting radioactive heating is rel-
evant for kilonova emission. Figure 5 displays the tempo-
ral evolutions of the heating rates for selected trajecto-
ries (top-left) and those mass-averaged (top-right). For
a comparison purpose, the heating rate for the nuclear
abundances with the solar r-process pattern (q̇solar-r), β-
decaying back from the initial composition at neutron-
separation energies of 2 MeV (A ≥ 90, the same as that
used in Hotokezaka et al. 2013a; Tanaka et al. 2014), is
also shown by a black-solid line in each panel. The short-
dashed line indicates an analytical approximation defined
by q̇analytic ≡ 2× 1010 t−1.3 (in units of erg g−1 s−1; t is
time in day, see, e.g., Metzger et al. 2010). Lower panels
are the same as the upper panels, but for those relative
to q̇analytic.
Overall, each curve reasonably follows q̇analytic by ∼

1 day. After this time, the heating is dominated by
a few radioactivities and becomes highly dependent on
Ye. Contributions from the ejecta of Ye > 0.3 are gen-
erally unimportant after ∼ 1 day. We find that the
heating for Ye = 0.34 turns to be significant after a few
10 days because of the β-decays from 85Kr (half-life of
T1/2 = 10.8 yr; see Figure 4, bottom, for its large abun-
dance), 89Sr (T1/2 = 50.5 d), and 103Ru (T1/2 = 39.2 d).
Heating rates for Ye = 0.19 and 0.24, whose abun-
dances are dominated by the second peak nuclei, are
found to be in good agreement with q̇solar-r. This is due
to a predominance of β-decay heating from the second
peak abundances, e.g., 123Sn (T1/2 = 129 d) and 125Sn
(T1/2 = 9.64 d) around a few 10 days.
Our result shows that the heating rate for the lowest Ye

( = 0.09) is the greatest after 1 day (Figure 5, left panels).
The values are larger than the previous results (with Ye ∼

0.02–0.04 in Goriely et al. 2011; Rosswog et al. 2014) by
a factor of a few. In our case, the radioactive heating is
dominated by the spontaneous fissions of 254Cf, 259Fm
and 262Fm. It should be noted, however, the heating
from spontaneous fission is highly uncertain because of
the many unknown half-lives and decay modes of nuclides
reaching to this quasi-stable region (A ∼ 250–260 with
T1/2 of days to years). In fact, tests with another set
of theoretical estimates show a few times smaller rates
after ∼ 1 day (as a result of diminishing contributions
from 259Fm and 262Fm), being similar to the previous
works. It appears, therefore, difficult to obtain reliable
heating rates with currently available nuclear data when
fission plays a dominant role.
In our result the total heating rate is dominated by

β-decays all the times (Figure 5, right panels) because
of the small ejecta amount of Ye < 0.15 (in which fis-
sion becomes important). The radioactive heating after
∼ 1 day is mostly due to the β-decays from a small num-
ber of species with precisely measured half-lives. Uncer-
tainties in nuclear data are thus irrelevant. The mass-
averaged heating rate for t ∼ 1–10 days is smaller than
q̇analytic and q̇solar-r because of the overabundances near

Wanajo, et al. ‘14
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Merger Rates

Known pulsars in neutron star binaries (from Oslowski et al. ’11)

Predicted Merger Rates (from Abadie et al. ’11)

Merger rates from both 
population synthesis and 
extrapolation from known NS-
NS binary population are very 
uncertain

{
6 known NS-
NS binaries 
will merge 
within a 
Hubble time



EoS Dependence of  Mass 
Ejection

Bauswein et al. ’13

� Smaller radius -> larger velocity at collision -> increased 
mass ejection 

� Hotokezaka EoSs: APR4, ALF2, H4, and MS1 

� Bauswein EoSs: Finite temperature supernova EoSs 

Hotokezaka et al. ’13



from Argast et al. 2004

€ 

tcoalesce ≈10
6−8 yr

but…

Chemical Evolution Signal

Mr,MW ∼ 104
M⊙

rNS−NS ∼ 10−4yr−1

Meject ∼ 10−2
M⊙

→ Mr,NS−NS ∼ 104
M⊙

1

Mr,MW ∼ 104
M⊙

rNS−NS ∼ 10−4yr−1

Meject ∼ 10−2
M⊙

→ Mr,NS−NS ∼ 104
M⊙

1



Dynamically formed binaries 
in dense stellar clusters

� Form binaries in dense stellar clusters at high-z, either through 
dynamical capture or GW emission  

� Small initial separations, short in-spiral time  

� DM halos containing clusters eventually incorporated into the MW halo
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FIG. 3.— The formation rate of compact binaries in the early Universe. Top
Panel: The binary assembly rate ⇠ns for individual clusters as a function of
their formation redshift. The rate is higher for the clusters formed at higher
redshift, because they have higher concentrations. Middle Panel: The inte-
grated event rates ⌘ns for binaries captured by GW emission as a function of
z. For this we have used the cluster formation history plotted in Fig. 1 and
then assumed that each cluster is active in producing collisions for 0.5Gyr at
the rate set by its formation redshift. In addition, at z > 14 we have assumed
a constant encounter rate as the Devecchi & Volonteri (2009) model does not
extend to higher z. This is a conservative assumption as the encounter rate
increases with redshift. Bottom Panel: The fraction of star clusters fc that
experienced a merger as a function of redshift.

formation redshift, which, as shown in Fig. 2, sets their struc-
tural properties. The rates for both tidal and GW captured
binaries within individual clusters are given in the top panel
of Fig. 3. As expected, tidal encounters are rare. An estimate
of the integrated encounter rate ⌘ns over all the Milky Way
central star clusters present at high z can then be made under
the assumption that each cluster contributes to the encounter
rate from its redshift of formation until its dissolution. Con-
servatively, we assume that dissolution happens 0.5 Gyr after
cluster formation, although some clusters may well survive
for longer and therefore provide additional contribution to the
encounter rate8. Our estimate of ⌘ns for GW captured bina-
ries as a function of z is shown in the middle panel of Fig. 3.
From this panel it is possible to compute the total number of
mergers (which will follow soon after binary capture) in the
Milky Way by integrating the rate over time. In the bottom
panel of Fig. 3 we also plot for clarity the fraction of high-z
star clusters that experienced a merger as a function of z. To
calculate the total amount of r-process material synthesized
in these clusters we need to combine the rate calculations pre-
sented here with an estimate of the mass production rate per
event. It is to this issue that we now turn our attention.

3. r-PROCESS SYNTHESIS IN MERGING BINARIES

The physical conditions that characterized the decom-
pressed ejecta from compact binary mergers (Lattimer &
Schramm 1974) are compatible with the assembly of an r-
process pattern that is generally consistent with solar system
abundances (Freiburghaus et al. 1999). The most recent nu-
merical studies of non-eccentric compact binary mergers (e.g.
Bauswein et al. 2013; Hotokezaka et al. 2013) shows that
they eject about 10-3 - 10-2 M� of r-process material (Lee
& Ramirez-Ruiz 2007; Faber & Rasio 2012).

In contrast to these quasi-circular mergers, eccentric merg-
ers can result in tidal tails that will synthesize significantly
larger masses of r-process rich material (Lee et al. 2010;
Rosswog et al. 2013). But in order for them to offer a conse-
quential enhancement to standard non-eccentric mergers, the
synthesized r-process mass should be higher by a factor of
about Rgw

min/Rtidal
min when compared to non-eccentric r-process

production. This requirement can be written as

Mtidal
r-p

Mgw
r-p

. Rgw
min

Rtidal
min

= 172.4
⇣ �c

10 km s-1

⌘-4/7
. (3)

For the two binary members to come together and eventu-
ally merge, they must lose orbital angular momentum and en-
ergy. This can be achieved through gravitational wave emis-
sion, or mass ejection, or a combination of both. Since a small
amount of mass, removed to a large radius, can carry a great
deal of angular momentum, the formation of tidal tails pro-
vides an efficient mechanism for merging. In the case of a
tidal capture, it is easier to dynamically unbind matter to in-
finity and, as a result, the amount of mass ejected is larger
than in a merger by about one order of magnitude. In the
case displayed in Fig. 4, Mtidal

r-p /Mgw
r-p ⇡ 4 with Mgw

r-p = 0.19M�.
Since Mtidal

r-p /Mgw
r-p ⌧Rgw

min/Rtidal
min , non-eccentric binary mergers

should dominate the r-process mass production in high-z stel-
lar clusters. In what follows we thus neglect the contribution
of eccentric mergers.

8 Essentially, with this choice we are providing the encounter rate at z > 6
(t < 1 Gyr).
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Dynamically formed binaries 
in dense stellar clusters

� Similar r-process mass injection to what is expected from CCSNe  

� Possible solution one of  the GCE problems for mergers  

� First step, more detailed GCE models required
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Nuclear Heating Rate

� Larger number of  isotopes involved, sum of  numerous individual decays 

� Power law heating rate (Metzger et al. ’10) 

� Beta-decays and fission 

� Fairly insensitive to initial conditions (for low Ye and S) 

The Astrophysical Journal Letters, 736:L21 (5pp), 2011 July 20 Roberts et al.
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Figure 2. Top: energy deposition rate from nuclear decay (including neutrino
losses) as a function of time for various Lagrangian trajectories from the SPH
simulations. These are shown for the BH–NS merger, but are representative of
the NS–NS mergers as well. The trajectories are color coded by their density one
day after the explosion. The gray lines show the heating rate from single reactions
that contribute significantly after 0.1 days for a single trajectory. Bottom: final
abundances as a function of nuclear mass for the same trajectories.
(A color version of this figure is available in the online journal.)

we ran calculations varying the initial temperature down T9 =
0.2, and found that the nuclear heating rate was not substantially
altered.

Figure 2 shows the total heating rate and final abundance
distribution for a selection of fluid elements. Similar to Metzger
et al. (2010b), we find that the late time heating rate is insensitive
to the exact initial conditions and is statistical in nature, as
predicted by Li & Paczyński (1998). One day after disruption,
the top five beta-decays contributing to the heating are 125Sb,
126Sb, 132I, 127Te, and 197Pt.

2.3. Radiative Transfer

We calculated the optical emission of the mergers using the
SEDONA three-dimensional time-dependent LTE Monte Carlo
radiative transfer code (Kasen et al. 2006). The output of the
hydrodynamic simulations at the time of homology was mapped
onto a Cartesian grid for post-processing by the transport code.
A global nuclear heating rate based on a fit to the nuclear
network calculations was used. We accounted approximately for
neutrino losses by assuming 75% of the nuclear network energy
generation was deposited in the material (Metzger et al. 2010b).
Of the energy that is left, we assumed 50% was deposited as
gamma-rays from decays while the other 50% was deposited
thermally.

The opacity of r-process material at the relevant densities and
temperatures is not well known. The main contribution to the
opacity is presumably due to millions of atomic lines, which
are Doppler broadened by the high differential velocities in the
ejecta. Unfortunately, complete atomic line lists for these high-
Z species are not available. Given the uncertainty, we adopted
here a constant gray opacity of κ = 0.1 cm2 g−1 which is
characteristic of the line expansion opacity from iron group
elements (e.g., Kasen & Woosley 2007). This is in contrast to the
approach of Metzger et al. (2010b), who used oscillator strengths
for pure Fe with ionization potentials from Pb. Considering

that neither approach will yield accurate spectral information,
we feel that our simple gray opacity scheme is a reasonable
approximation.

We calculated the spatial distribution of gamma-ray heating
by following the transport of gamma-rays and determining the
fraction of their energy thermalized by Compton scattering and
photoelectric absorption. Since the dominant Compton opacity
has only a weak wavelength dependence, the exact spectrum
of gamma-ray emission from the radioactive source does not
strongly affect the results. We therefore simply assumed all
gamma-rays were emitted at 1 MeV. We found that the gamma-
ray thermalization rate was greater than 80% for the first two
days after disruption.

3. DETAILED PROPERTIES OF THE
ELECTROMAGNETIC COUNTERPARTS

The top panel of Figure 3 shows the R-band light curves for
the four models in Table 1. As expected from the simple models
of Li & Paczyński (1998), the peak luminosity correlates with
the total ejected mass of radioactive elements and the time of
the peak scales inversely with mass and velocity. Because the
total mass ejected in these mergers is not very sensitive to q, the
nature of the merger cannot easily be determined solely from
the peak time or luminosity. Additionally, the peak luminosity
varies with viewing angle within a single model by a factor of
∼3, which is as large as the variation in the angle-averaged peak
luminosity between models. This further complicates our ability
to distinguish between different mass ratios and progenitor
models based only on luminosities.5

Still, it may be possible to determine if one or two tails
are present based on the color evolution of the light curves.
In NS–NS mergers which produce two tails, the luminos-
ity of the transient will be given by the sum of the lumi-
nosities of the tails, each of which can be approximated as
a Li & Paczyński (1998) expanding sphere. We denote here
the heavier and lighter tails with the subscript 1 and 2, re-
spectively. Li & Paczyński (1998) find that at late times,
the evolution of the effective temperature is given by Teff ≈
4.7×103 K (M/0.01 M⊙)1/4(c/v)3/4(day/t)3/4(f/3×10−5)1/4.
The ratio of the effective temperatures in the tails at late times
is then

Teff,1

Teff,2
≈

(
M1

M2

)1/4 (
v2

v1

)3/4

. (1)

Significant variation in color from the single tail case is then
expected only for a considerable difference between velocities.
In this case, tail 2 will shift the total light blueward if it
makes an important contribution to the total luminosity at any
time. The time of peak luminosity for a single tail is given
by tm ≈ 1 day (M/0.01 M⊙)1/2(3v/c)1/2. If the velocity of
the second tail is much lower, it contributes more to the total
luminosity at late times and the light will be bluer compared to
the more massive tail emitting radiation alone.

In our detailed models, the velocity difference between the
tails is not significant enough compared to the mass difference
between the tails in either of the asymmetric NS–NS merger
models for the tails to be easily discernible in their color
evolution, as shown in Figure 3. There is thus no significant
distinguishing characteristic between ejecta geometries in their

5 We also do not observe the non-smooth structures seen in the light curves of
Metzger et al. (2010b), which are due to their use of approximate non-gray
opacities.
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Optical/Infrared Signal
� Model tidal ejecta as decay heated 

homologously expanding sphere 
(Li & Paczynski ’98) 

� General properties of  transients 
only depend on four parameters: 
heating rate, opacity, velocity, and 
mass of  ejected material 

� Reasonable values for these 
parameters predict 

from Li & Paczynski ’98
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Figure 3. Left: R-band luminosities for the three models described in Table 1. The solid lines correspond to the q = 1.0 NS–NS merger, the dashed lines to the
q = 0.95 NS–NS merger, the dashed lines to the q = 0.88 NS–NS merger, and the dot-dashed lines to the BH–NS merger. The black lines are the R-band luminosity
for the models (left axis), averaged over all solid angles. The gray lines are the G − R color evolution for the models (right axis). The colored lines give the luminosity
as a function of polar angle (averaged over the phi direction) for the q = 1.0 NS–NS merger. Right: R-band magnitudes for the same models, along with observed
SGRB afterglow absolute magnitudes (filled squares) and upper limits (downward pointing triangles) from the compilation of Berger (2010) where redshifts were
obtained. All of the points correspond to separate events. Synthetic SGRB afterglow light curves from van Eerten & MacFadyen (2011) for a jet energy of 1 × 1048 erg
are also shown, where the solid (dashed) red line is for a jet opening angle of 0.2 (0.4) radian. The solid green curve is the optical light curve of SN94I, a type Ic
supernova. The dashed green curve is for SN2001el, a type Ia supernova.
(A color version of this figure is available in the online journal.)

colors. All four models show similar reddening as a function of
time.

Without knowing the detailed line opacity of the r-process
elements, it is difficult to predict the spectroscopic signatures of
NS mergers. We expect that high-Z atoms will have a very
large number of lines in the optical, perhaps exceeding the
large number known for the iron group elements. Because the
ejecta velocities in the tidal tails are a factor of ∼2–3, larger
than ordinary SNe, the absorption features in the photospheric
phase (!15 days) should be very broad. The likely outcome
is a blending together of the lines into a relatively featureless
continuum, not unlike the early time observations of broad line
Type Ic SNe (cf. Galama et al. 1998).

More detailed information about the ejecta geometry could
be inferred from spectroscopic observations taken at late times
("15 days) when the ejecta has entered the nebular phase
and emission features begin to appear. Assuming relatively
unblended lines (or line complexes) are present at these epochs,
the spectral features should show double-peaked emission
profiles, at least for equatorial viewing angles. The relative
strength of the peaks could be used to estimate the relative
masses of the two tails.

In brief, the inclusion of realistic ejecta geometries does not
significantly alter the predictions made by simple spherical “tail”
models which include realistic nuclear physics. This can be
attributed to the fact that the ejecta does not deviate strongly
from a spherical geometry, the relative masses and velocities
of the two tails do not induce significant differences in the
peak temperatures of the two tails, and we have assumed a gray
opacity. Therefore, we have shown that the main uncertainties do
not involve the structure of the ejecta, but rather the total ejected
mass, its velocity structure, and the opacity of pure r-process
material. The ejected mass and velocity are dependent on the
nuclear EoS (Lee 2000; Oechslin et al. 2007) and the treatment
of gravity (Rosswog 2005), both of which we have not studied in
detail here. Also, heating from r-process nucleosynthesis may
affect the dynamics of the material and the total ejected mass

(Metzger et al. 2010a). The opacity of pure r-process material
is unknown at these low densities, so its relevance cannot be
accurately assessed at this time.

4. IMPLICATIONS FOR SGRBs, GW
OBSERVATIONS, r-PROCESS

If compact object mergers are indeed the progenitors of
SGRBs, these optical transients could possibly be seen alongside
their more spectacular prompt gamma-ray display. In the second
panel of Figure 3, we compare our synthetic optical light curves
to optical afterglow observations and upper limits of SGRBs
taken from Berger (2010). Clearly, the optical observations are
all for on-axis SGRBs. We also show two synthetic on-axis
SGRB optical afterglow light curves taken from van Eerten
& MacFadyen (2011), and for comparison, the light curves of
two standard SNe. It seems that the optical observations can be
reasonably explained by afterglow models, but, interestingly,
they also do not rule out the possible contribution of an
r-process-powered SN. It is also expected that in a sizeable
fraction of events, these r-process-powered SNe may dominate
the optical light at timescales of a day.

The current and next generation of wide-field surveys (such
as Palomar Transient Factory (PTF), The Synoptic All Sky
InfraRed Survey (SASIR), The Panoramic Survey Telescope
and Rapid Response System (Pan STARRS), and The Large
Synoptic Survey Telescope (LSST)) will be sensitive to very
subtle changes in flux on timescales of more than a few days.
In Table 2, we show the detection rates expected for three
transient surveys given the low, recommended, and high merger
rates in Abadie et al. (2010), calculated assuming a cosmology
given by Komatsu et al. (2009) and a constant merger rate
per volume. The rates are corrected for the effects of a finite
cadence.6 For the PTF and Pan STARRS, the detection rate
is significantly lower than that expected for advanced LIGO

6 Even a cadence of 3 days reduces the detection rate by a factor of two
compared to when the effects of a finite cadence are left out.
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SGRB 130603B

Tanvir et al. ’13, Berger et al. ‘13

� SGRB detected at 
z=0.356 by the Swift 
BAT 

� Early optical detection 
of  afterglow  

� Point source seen at the 
position of  the GRB 

� Consistent with kilonova 
with M~0.01 Msun and 
v~0.1c 

this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,
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Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.
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Summary

!
• BNS	  and	  BHNS	  currently	  seem	  more	  favorable	  
scenarios	  for	  r-‐process	  production	  
!

• Some	  problems	  with	  details	  of	  GCE,	  but	  some	  ways	  
around	  this	  
!

• Kilonovae	  provide	  opportunity	  to	  observe	  r-‐process	  
production	  in	  situ,	  already	  have	  possible	  first	  detection	  



Ejecta Conditions w/o and 
w/  Neutrinos

The r-process in neutron star mergers 3
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Fig. 3.— Ejecta mass fractions vs. Ye (top) and S/kB (bottom)
at the end of simulation. The widths of Ye and S/kB are chosen
to be ∆Ye = 0.01 and ∆S/kB = 1, respectively.

phase, neutrinos coming from the HMNS surface play
a crucial role and the Ye’s become ∼ 0.2–0.4. Bipolar
structures as found in Hotokezaka et al. (2013b), with
Ye ∼ 0.4, can also be seen in Figure 1 (top and middle
panels).
To make clear the role of neutrinos, the Ye evolution is

re-computed by the reaction network (Ye,network) for a se-
lected Lagrangian mass-element particle (an open circle
in Figure 1, bottom) traced from our grid-based simula-
tion. The computation is initiated at t = 6.39 ms with
the simulation value of Ye = 0.134 when the temperature
is still high (∼ 50 GK). The Ye,network from this time to
t = 13.7 ms (the end of simulation; ∼ 6 GK) is followed
by the network with the thermodynamic quantities of the
tracer particle. The temporal neutrino luminosities and
mean energies are adopted as those angle averaged from
the simulation result. Figure 2 displays the resulting
Ye,network evolutions with (red) and without (blue) the
neutrino captures on free nucleons. We find that, with-
out the neutrino captures, the Ye,network still increases by
positron capture but only to 0.19 at t = 13.7 ms. With
the neutrino captures, in contrast, the Ye,network reaches
0.37 at t = 13.7 ms (which is in agreement with the sim-
ulation Ye).
The ejecta mass fractions of Ye’s (top) and entropies

(per nucleon; S/kB, kB is Boltzmann’s constant, bottom)
at the end of simulation evaluated on the orbital plane
are displayed in Figure 3 with the widths of ∆Ye = 0.01
and ∆S/kB = 1, respectively. We find that the Ye’s
widely distribute between 0.09 and 0.45 with greater

amounts for higher Ye, in which the initial β-equilibrium
values (≪ 0.1) have gone. Strong shock heating and also
(to lesser extent) neutrino heating result in S/kB = 8–26
(with generally higher values for higher Ye), being sizably
greater than those in the previous studies (S/kB ∼ 1–3,
Goriely et al. 2011).

3. THE r-PROCESS

The nucleosynthesis analysis makes use of the thermo-
dynamic trajectories of the ejecta particles traced on the
orbital plane. A representative particle is chosen from
each Ye-bin (from Ye = 0.09 to 0.44 with the interval of
∆Ye = 0.01) shown in Figure 3 (top). For simplicity,
we do not analyze the non-orbital components because
of the dominance of the ejecta masses close to the or-
bital plane. Each nucleosynthesis calculation is initiated
when the temperature decreases to 10 GK, where the ini-
tial composition is given by Ye and 1 − Ye for the mass
fractions of free protons and neutrons, respectively.
The reaction network consists of 6300 species, all

the way from single neutrons and protons to the Z =
110 isotopes relevant for the r-process. Experimen-
tal rates, when available, are taken from the latest
versions of REACLIB5 (Cyburt et al. 2010) and Nu-
clear Wallet Cards 6. Otherwise, the theoretical es-
timates of fusion rates7 (TALYS, Goriely et al. 2008)
and β-decay half-lives (GT2, Tachibana et al. 1990) are
adopted, where both are based on the same nuclear
mass model (HFB-21, Goriely et al. 2010). Theoreti-
cal fission properties adopted are those estimated on
the basis of the HFB-14 mass model (Goriely et al.
2009). For fission fragments, a Gaussian-type distribu-
tion (Kodama & Takahashi 1975) is assumed with emis-
sion of four prompt neutrons per event (Goriely et al.
2013). Neutrino captures are not included, which make
only slight shifts of Ye (typically an increase of ∼ 0.01
from 10 GK to 5 GK; see Figure 2).
The hydrodynamical trajectories end with the temper-

atures of ∼ 5 GK. Further temporal evolutions are fol-
lowed by the density drop like t−3 and with the tem-
peratures computed with the EOS of Timmes & Swesty
(2000) by adding the entropies generated by β-decay, fis-
sion, and α-decay. This entropy generation slows the
temperature drop around 1 GK (see, e.g., Korobkin et al.
2012). The effect is, however, less dramatic than those
found in the previous works because of the higher ejecta
entropies in our result.
Figure 4 (top) displays the final nuclear abundances for

selected trajectories. We find a variety of nucleosynthetic
outcomes: iron-peak and A ∼ 90 abundances made in
nuclear quasi-equilibrium for Ye ! 0.4, light r-process
abundances for Ye ∼ 0.2–0.4, and heavy r-process abun-
dances for Ye " 0.2. Different from the previous works,
we find no fission recycling; the nuclear flow for the low-
est Ye (= 0.09) trajectory reaches A ∼ 280, the fissile
point by neutron-induced fission, only at the freezeout
of r-processing. Spontaneous fission plays an important
role for forming the A ∼ 130 abundance peak, but only
for Ye < 0.15.
Figure 4 (bottom) shows the mass-averaged nuclear

5 https://groups.nscl.msu.edu/jina/reaclib/db/index.php.
6 http://www.nndc.bnl.gov/wallet/
7 http://www.astro.ulb.ac.be/pmwiki/Brusslib/Brusslib.
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Figure 1. Histograms of fractional mass distribution of the ejecta for the 1.35–1.35 M⊙ NS merger (upper row) and the 1.2–1.5 M⊙ binary (lower row) as functions
of density ρ (relative to the saturation density ρS ≃ 2.6 × 1014 g cm−3; left) and of electron fraction Ye (middle) that the ejected matter had at its initial NS location
prior to merging. The right panels show the fractional mass distributions as functions of the final entropy S per nucleon when the matter starts its free expansion. In the
inset on the left panels the dots mark positions of mass elements that get ejected later. The locations are given in the projection on the orbital plane at the time when
the stellar collision begins.
(A color version of this figure is available in the online journal.)

Figure 2. Representation of dominant fission regions in the (N, Z) plane. Nuclei for which spontaneous fission is estimated to be faster than β-decays are shown by
full squares, those for which β-delayed fission is faster than β-decays by open squares, and those for which neutron-induced fission is faster than radiative neutron
capture at T = 109 K by diamonds.
(A color version of this figure is available in the online journal.)

et al. 2009). The main fission region is illustrated in Figure 2.
The fission fragment distribution is taken from Kodoma &
Takahashi (1975), and the fragment mass and charge asymmetry
are derived from the HFB-14 prediction of the left–right asym-
metry at the outer saddle point. Due to the specific initial condi-
tions of high neutron densities (typically Nn ≃ 1033–1035 cm−3

at the drip density), the nuclear flow during most of the neutron

irradiation will follow the neutron-drip line. For these nuclei at
T ! 2–3 × 109 K, (n, 2n) and (2n, n) reactions are faster than
(γ ,n) and (n,γ ) reactions and must be included in the reaction
network. The (n, 2n) rates are estimated with the TALYS code
and the reverse rates from detailed balance expressions.

For drip-line nuclei with Z " 103, fission becomes efficient
(Figure 2) and recycling takes place two to three times before

3

The Astrophysical Journal Letters, 738:L32 (6pp), 2011 September 10 Goriely, Bauswein, & Janka

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.25 0.34 0.44 0.53 0.63 0.72 0.82

M
as

s 
fr

ac
tio

n

/
S

1.20–1.50M
o
 NS

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.25 0.32 0.39 0.46 0.53 0.60 0.68

M
as

s 
fr

ac
tio

n

1.35–1.35M
o
 NS

0.015 0.025 0.035 0.045 0.055 0.065

Ye

1.20–1.50M
o
 NS

-1.0 -0.4 0.2 0.8 1.4 2.0 2.6
log S

1.20–1.50M
o
 NS

-0.4 0.2 0.8 1.4 2.0 2.6

1.35–1.35M
o
 NS

0.015 0.021 0.027 0.033 0.039 0.045 0.051

1.35–1.35M
o
 NS

Figure 1. Histograms of fractional mass distribution of the ejecta for the 1.35–1.35 M⊙ NS merger (upper row) and the 1.2–1.5 M⊙ binary (lower row) as functions
of density ρ (relative to the saturation density ρS ≃ 2.6 × 1014 g cm−3; left) and of electron fraction Ye (middle) that the ejected matter had at its initial NS location
prior to merging. The right panels show the fractional mass distributions as functions of the final entropy S per nucleon when the matter starts its free expansion. In the
inset on the left panels the dots mark positions of mass elements that get ejected later. The locations are given in the projection on the orbital plane at the time when
the stellar collision begins.
(A color version of this figure is available in the online journal.)

Figure 2. Representation of dominant fission regions in the (N, Z) plane. Nuclei for which spontaneous fission is estimated to be faster than β-decays are shown by
full squares, those for which β-delayed fission is faster than β-decays by open squares, and those for which neutron-induced fission is faster than radiative neutron
capture at T = 109 K by diamonds.
(A color version of this figure is available in the online journal.)

et al. 2009). The main fission region is illustrated in Figure 2.
The fission fragment distribution is taken from Kodoma &
Takahashi (1975), and the fragment mass and charge asymmetry
are derived from the HFB-14 prediction of the left–right asym-
metry at the outer saddle point. Due to the specific initial condi-
tions of high neutron densities (typically Nn ≃ 1033–1035 cm−3

at the drip density), the nuclear flow during most of the neutron

irradiation will follow the neutron-drip line. For these nuclei at
T ! 2–3 × 109 K, (n, 2n) and (2n, n) reactions are faster than
(γ ,n) and (n,γ ) reactions and must be included in the reaction
network. The (n, 2n) rates are estimated with the TALYS code
and the reverse rates from detailed balance expressions.

For drip-line nuclei with Z " 103, fission becomes efficient
(Figure 2) and recycling takes place two to three times before
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