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Abstract

We study the gain variations in the HRC-I over the duratiothefChandramission. We
analyze calibration observations of AR Lac obtained yeatlthe nominal aimpoint and at 20
offset locations on the detector. We show that the gain iirdeg, and that the time dependence
of the gain can be modeled generally as a linear decrease As.PM/e describe the spatial
and temporal characteristics of the gain decline and déstius creation of time-dependent
gain correction maps. These maps are used to convert PHAstmRnels, thereby removing
spatial and temporal dependence, and allowing source-peigght distributions to be compared
directly regardless of observation date or location on tstector.

1 Introduction

Regular monitoring of both the HRC-I and the HRC-S have shihahthere exists a steady decline
of the gain since the launch of tli&handraobservatory (Posson-Brown & Donnelly 2003, Pease &
Drake 2003). The gain decline takes the form of a shift in thisgpheight amplitude (PHA) profiles
of observed sources to lower detector channels, and is teg&z occur as the cumulative dosage
on the MCPs increases (Juda 2001).

Gain monitoring serves as a proxy for the health of the HR@unsents. It is therefore nec-
essary to establish a baseline behavior of the gain dropaal#partures from it can be detected
quickly. Here we describe the characteristics of the spatid temporal gain corrections on the
HRC-I, and develop tools that can also be applied to the HREe&Sson-Brown et al., memo in
preparation).

Furthermore, the low background, large field-of-view, ameltomparatively high oversampling
of the ChandraPSF provided by the HRC-I makes it an attractive instrumenlarge area surveys.
The main hindrance to this type of usage is the poor spedsalution of the micro-channel plate
detectors. However, while poor, the detectors are capdldefficient spectral discrimination to al-
low crude estimates of the spectral shape via hardness aatith quantile-width diagrams (Kashyap
& Posson-Brown 2005). In order to facilitate such usages, tdcessary to calibrate the PHA values
such that any spatial and temporal variations are accodoted

1.1 PreFlight Gain Calibration

The HRC-I gain response was measured during pre-flight groafibration with a series of flat field
maps at different energies (see Table 1). Gain maps wertedréa each energy by calculating the
median PHA value for the events over the detector in halfti®8 x 128 pixels) bins. Each map
was then normalized by the mean value in its cer%ralrea, thus generating, in its reciprocal, a
multiplicative gain correction map, designed to modify tifeaxis PHAs to match the PHAS in
the center of the detector and thus create “pulse invarigP pulse height units. Finally, these



normalized correction maps were averaged to create a sipgdelight gain map” for the detector
(Wilton et al. 2005). This gain correction map is availabighe ChandraCalibration Database as
the file

$CALDB/ dat a/ chandr a/ hr ¢/ bcf/ gai n/ hr ci D1998- 10- 30gai nNO002. fits

Table 1: Pre-flight energy to PHA gain mapping
Source Energy[€V] Mean Central PHA

B Ka 183 97.55
CKa 277 98.06
O Ka 525 127.24
AlK o 1487 151.36
TiKa 4511 157.30
Fe Ka 6404 174.61

On October 4, 1999, shortly after launch, the voltage on tR€H MCP was lowered. A series
of calibration observations of AR Lac were carried out at dimapoint and 20 offset locations at
both the high and the new flight voltage settings to deterramechanges to the gain.

We computed a new gain correction map for the flight voltagérggs based on these obser-
vations (see Wilton et al. 2005), following a process whidh e discussed in 85.1. This map is
available in theChandraCALDB as the gain correction map for flight voltage obserwasil
$CALDB/ dat a/ chandr a/ hr ¢/ bcf/ gai n/ hr ci D1999- 10- 04gai nNO003. fits

Here, we derive gain correction maps at the flight voltagé ¢berect for both spatial and tem-
poral variations in the gain. We describe the observatiageluo derive the new gain correction
maps in 82, and the data reduction steps in 83. Charaatsristithe PHA temporal decline are
discussed in 84, and the time dependent gain maps are camipu§s. Finally, we discuss our
analysis in 86 and summarize our results in 87.

2 Observations

In order to monitor the gain response of the HRC-I, yearlybcation observations are taken of
AR Lac (Table 2) at 21 locations on the detector (see FigureThe observations in each yearly
set are done successively, or, if this is not possible (dwtmterruption such as a radiation shut-
down), they are done as closely together as possible. Eas#nation is nominally 1 ks long;
however, effective observation times may be shorter becafibackground flares (see Table 3).

After the operating voltage of the HRC-I was lowered on 4 ®etc1999 (see 81.1), we have
obtained 8 sets of AR Lac observations at the current (loltqge. These observations were carried
out in October 1999 (A0 1), December 1999 (AO 1), DecembefZB80 2), January 2002 (AO 3),
February 2003 (AO 4), November 2004 (AO 5), October 2005 (AGafAd September 2006 (AO 7).
The ObsIDs for all observations used in the analysis pregemtre are listed in Table 3, along with
the deadtime and effective (post-filtering) exposure time.

INote that the date encoded in the filename, 4 October 199%srttze beginning of the calibration program to obtain
data at different voltage settings. Therefore, for any olans carried out at the high voltage setting after thited
thegai nfi | e parameter irhr c_pr ocess_event s must be manually and explicitly set to use the pre-flight gain
correction map.
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Figure 1: Locations of AR Lac observations on the HRC-I. kraliion observations are carried
out at the aimpoint and 20 offset locations each cycle in omenonitor the gain: Ysim, Zsim) =
(0,0),(0,+2),(+2,0),(+2,£2),(0, +4),(+4,0),(0, +6),(+6',0), and (:10, +10)

Table 2: AR Lac stellar parameters

Parameter Value

Other Names HR 8448 / HD 210334 / RX J2208.6+4544 | HIP 109303
(RA,DEC)CRSZOOQO (22:08:40.818, +45:44:32.12)

my,B-V 6.13 0.72

Distance 4247 pc

Spectral Type G2IVIKOIV (RS CVn)

My 3.5/3.3

Masses 1.3/1.3 M

Radii 1.8/3.1 R

Ephemeris 18316 ; conjunction @ 2445616290 HID

3 Data Reduction

A pulse height amplitude (PHA) is assigned to each eventcbasehe total charge collected by
the cross-grid charge detector (CGCD) of the HRC-I and isnded in the Level 1 event lists. We
monitor the gain response by tracking the median PHA ovee tiheach of the 21 observation
locations. In all cases, we first reduce the data with CIAQ4y@ALDB v3.3) and analyze the data
with pre-packaged and custom-built IDL routines (el®. NTof ALE; Kashyap & Drake 2000).
The detailed processing sequence for each ObsID is laidedoivb

1. Make new Level 1 event lists by
— first checking the angel ev andwi dt hr es keywords in the header of thevt 1 file,
and add them if necessary;
— making a new bad pixel file with the current version of theajefile; and



—runninghr c_pr ocess_event s with the currentCALDB products (and the newly com-
puted bad pixel file), and setting the paramefar nf i | e=NONE to make a nevevt 1 file.

2. Make a detector-wide lightcurve binned at 10 s from thelpe@@mputedevt 1 file, thus
incorporating the default good time intervals (GTIs) foe fbsID?

3. Create new GTl filters by excluding those times when thHeidigrve exceeds 150 ct's(safely
under the telemetry saturation limit of 184 ct)s

4. Filter the events on these new GTIs to obtain a new Levekhtdist.

5. Update the deadtime corrections for the new GTls by using_dt f st at s to make a new
DTF file, then updating th®TCOR and EXPOSURE keywords in the header of the new GTI
filteredevt 1 file.

We extract source events from an 800x800 box centered orotéal observation location in
chip coordinates. Background is estimated by collectirgebents in thesame locationbut from
the 20 other observations carried out in that cycle. The dgpaeknd counts thus accumulated are
normalized by their appropriate exposure times prior tamsbing them from the counts accumu-
lated at the source location. The median values of the sdeirb& spectrum are estimated using
Monte Carlo simulations.

Observations carried out during AO6 were heavily contameiddy excessive background and
10 of them were completely telemetry saturated. We veriffeat the source PHA spectrum is
not significantly altered by the telemetry saturation (thekground-subtracted PHA spectra from
times of telemetry saturation are statistically indistirgiable from those at low background, for
data obtained during the same Obsf¥nd did not carry out the additional GTI filtering for those
datasets which are completely telemetry saturated. Baokgk for these datasets were obtained
from similarly saturated datasets. That is, we calculatexlltackground for telemetry saturated
observations from the other telemetry saturated obsenstiand we did not use the telemetry
saturated observations when calculating the backgroungn@affected observations.

Note that we use Level 1 event lists for this analysis. TheiameBHAS derived from Level 2
events are systematically lower than those derived froneL&events, but only by 1 channel on
average. Moreover, the average best-fit scale factor fochmag the Level 2 to Level 1 aimpoint
PHA spectra is D0+ 0.01. The lack of difference is not surprising, because AR lsaa strong
source & 5 ct s1); because we actively remove background, in addition terfilty out intervals of
strong background, the spectral features are dominatetidogdurce. Thus, we conclude that, as
long as the background-subtraction is done carefully, kesano difference whether we use Level 1
or Level 2 event lists for our analysis. We choose to use thradg as the gain maps will be applied
to Level 1 event lists in pipeline processing. Furthermaoigng Level 1 events has the advantage

%For the Oct 99 observations done in conjunction with the HRGlage adjustment, we use a set of GTls based on
when the voltage was stable at the low setting (Juda, pra@t@nunication) in place of the default GTls.

3For each detector channel, the posterior probability iflistion of the source intensity is computed, taking into
account the measured background (van Dyk et al. 2001). 8aounts realizations are repeatedly drawn from this
distribution and the median is computed at each iteratidre dverage value of the medians obtained from such Monte
Carlo simulations is reported as the median PHA and the atdrdeviation of the sample as the érrors on it.

“We grouped the ObsIDs into those that were completely tetlgrsaturated ¢ 90%; 10 ObsIDs) and those that were
partially telemetry saturated((50%; 11 ObsIDs). The aimpoint observation (ObsID 5979)lenetry saturateet 40%
of the time. We filter this observation into the two parts, stonct PHA spectra, and compute the best-fit scale factgr tha
when multiplying the telemetry saturated PHA values, mescihe non-telemetry-saturated PHA spectra. We find that
this scale factor is.D3+ 0.01, which means that the two are practically indistingudéaand that telemetry saturation
has no measurable effect on the background-subtractettrapec



that it is less affected by changes to pipeline processimrasults in a more stable calibration
product.

4 Characteristics of PHA Decline

The median PHAs, calculated as described in 83, are showigime=2 as a function of observation
location. The gain response decreases steadily and macaitgrat all the monitored locations,

as evidenced by the consistent lowering of the median PHBst rjote the large drop in median
PHA at the aimpoint between December 1999 and December)2006.errors on the medians are
typically < 1 channel.
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Figure 2: Median PHAs for HRC-I AR Lac observations. The lggokind subtracted median PHAs
are plotted in a vertical row for all observations at a givecdition, for data obtained during different
cycles, all at the low voltage setting. Data from differeytles are marked with different point types
(see legend). The statistical errors on the medians areapi< 1 channel. Note that the median
PHAs drop monotonically.

With the exception of the aimpoint, the time dependent deserén the median PHASs at all the
locations are all well-fit by straight lines (see Figure 3\ek the data from the aimpoint can be
well-fit by a straight line after December 2000. It is appathat the aimpoint underwent an as yet
unexplained stressing that resulted in a large gain drop afier the voltage was lowered. With that
exception, the gain drop is well-fit as a linear decreasd &icdtions and at all times. Furthermore,
the best-fit slopes are roughly equal for all cases (exctutte four pointings at 144' off-axis),
indicating that the rate of gain decline is relatively unifoacross the detector (Figure 4).
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Figure 3: Linear fits to the median PHAs at different locasioihe errors on the medians afel
channel.Top: Median PHAs at the aimpoint of the HRC-I as a function of tifike median PHAs
from different times are marked with different symbols ($&gend). The straight line fit is carried
out excluding the Oct and Dec 99 data. Note the large drop im lgetween Dec 99 and Dec 00.
Bottom: Median PHAs at all offset locations as a function of time. &fmom different locations
are marked with different symbols (see legend), and are fit straight lines.

4.1 Curvature Test

There are many factors that cause the dosage to vary with timieh in turn will affect the gain.
These include both astrophysical causes such as the salat @hich is anti-correlated with the
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Figure 4: Uniformity of gain decline across the HRC-I. Thestsit slopes from the linear fits to
the median PHAs (Figure 3) are shown for each location. Theage of the slopes (neglecting the
four pointings at 1414 offaxis) is shown as the dotted horizontal line. To a firstragpnation,
excluding the far offaxis locations, the gain decline isfam across the detector.

proton flux on the detector, and instrumental causes suclhasges in the flight settings. For
instance, on October 12, 2003, the Chandra flight settings alenged to keep the HRC door open
at all times. Previously, it was closed during radiation gassages and safing events to protect
the detector. However, after a motor select relay for ondefshutters failed, preventing the shutter
from being inserted, there was concern that, if the simisay used in operation of the door failed
when the door was shut, the HRC could become unusable (Ju#g.2Coincidentally, this was
also the time that the solar cycle was descending into a niimifh Thus, even though the drop in
median PHAs can be well-fit by straight lines (Figure 3), sgjog that the rate of gain decline is
constant, we consider the possibility that the rate of dedthay be accelerating, and test for it by
fitting more complicated functions to the PHA data.

Though the added radiation exposure is not expected to dathagiRC MCPs, and no obvious
change in the rate of gain decline is seen after October 2008th 48 in Fig 3), there may be subtle
effects detectable at this stage. We search for them bydfittibic polynomials of the form

PHA(X,t) = a(X) +b(X) - t +¢(X) - t> +d(X) - t3 1)

at each locatiorX for timet since October 1999. (As with the linear fits, we exclude th¢ &
Dec 99 data at the aimpoint.) Cubics are better suited tactptgentially accelerating regimes of

htt p: // ww. sel . noaa. gov/ Sol ar Cycl e/
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Figure 5: The inflection points of PHEK(t), derived from cubic fits to median PHAs as a function
of time. The times at which the rate of decrease in PHA appedrave increased are shown, along
with the 1o errors (vertical lines) for each pointing. The non-phyksi@utions (see Equation 2) are
shown with dashed error bars and the physically meaningfiuitions are shown with solid error
bars. Note that a majority of the fits, even the physically mmagful ones, have large error bars,
indicating that the gain decline does not appear to be aetirlg.

decline than linear or quadratic forms; the point where tm@a&ture changes sign,

d?PHA
dt? 0
= 2¢(X)+6d(X)t,
. —c(X
., Tcusp = TE)-(% ) (2)

generally indicates the time when the decline accelerdisalso compute the statistical error on
Teusp DY propagating the errors on the coefficients of the cubiaiokd during the fit.

_—UX) [o4x)?, Tox)?
T3dE@V d®) X 3)

Note that because PHR() always decreases with only those solutions that go from con-
cave upwards to concave downwards with increasiage physically realistic. In this sense, we
are imposing such a feature on the PHAY decline and deriving the point at which the decline
accelerates. Thus, even if such an event has never occweethay still find values of;spin
Equation 2 within the applicable range okOt <~ 80 months. However, we should not expect to
derive a consistent value af,spfor all X, and furthermore, the error bars on it should be large.

Or
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Figure 5 shows these “inflection pointsg,sp for the various observation locations along with
the derived & error bars. Note that the majority of the fits result in a phgBy realistic fit (solid
error bars) and a small number result in unphysical solsti@ashed error bars). The unphysical
fits invariably have large errors, indicating that they aot well-fit by a cubic, and can thus be
ignored. The physically meaningful fits are clustered adbtire 48-month point, but all of them
have large error bars. We therefore conclude that there svitence for a rapid decline in gain
since October 2003, and the increased dosage expectedtsimckas not affected the HRC-I gain
measurably.

5 Time Dependent Gain Correction

In order to calculate time-independent pulse invarian) (Rlues, we carry out corrections to
PHA(Xt) in two stages. Since the gain decline is linear in time simdilar in rate at all moni-
tored locations (see Figure 4), we separate the variabks@mpute the spatial and temporal gain
corrections independently. At each observation epochrahePHAK,t) are multiplied by a non-
linear gain correction surface xjf) that carries out a “flat-fielding” of the raw PHA values,.j.at
each epoch the PHA at locatichare transformed to what the PHA are at the aimpoint location.
After this “flat-fielding”, the PHA are no longer a function ®f and thus will be denoted PH!Z)]().
A time dependent correctio,C(t) is then applied to PH/ﬁ]t) to transform them to PI, which are
effectively the same as the Pl values as on October 1999, thkdaRC-I flight voltages were reset.
Thus,

Pl = PHAKt) xgXt) x TC(t)

= PHA(O|t) x  TC(t)

The time-dependent gain correction is currently impleradntia a series of gain correction
maps, each of which include the effects of botk|g(@ndTC(t) for specific epochs. This solution is
the least disruptive of existing CALDB and CIAO programs alatk structures. Work on producing
a more elegant implementation, e.g., via a functional otige, is ongoing.

(4)

5.1 Spatial Corrections

We correct for the spatial variations in gain response bgtang a series of 7 correction mapsgy,
one from each AO. (We used the Dec 99 dataset when creatifgdhaenap.) We compute them as
modifications of the high-resolution gain correction mapggX) originally derived during ground
calibration (Wilton et al. 2005): a corrective factgris determined at each pointing, a smooth
surface is fit to these corrective factors, and the gain ctice map at that epoch is derived as

g(X[t) =gLas(X) xy(X|t) (5)

This procedure preserves the high spatial-frequency médion present in the lab calibration data,
while accounting for the gross changes that have occurrékigain since launch.

The corrective factors are computed by a direct comparison of the spectra at diffgr@ntings
to the aimpoint spectrum. First, the PH&t) are randomized within each bin to avoid aliasing
effects, and then the putative spatially gain-corrected\®bte computed as

PHA as(X,t) = PHAKX,1) - gLag (X) - (6)

These modified PHAs are binned into spect(®HA), and the best-fit value of that results in
the best match betwedl{y - PHA ag(X,1)) and f (PHA_ag(aim,1)) is determined via a grid-search



January 2002 HRC-I Observation of AR Lac at (-6,0)
L L

Counts

500 I L At i 3

s Corrected ]

400 F ;

200 F . L E

100 ;_ - rl.jJJ .: e _;

N T ek
O 50 100 150 200 250

Channel

Figure 6: Matching the offset spectrum with the aimpointctpen to derive a corrective factor for
the gain map. The figure shows the case of the spectrum froJetineary 2002 AR Lac observa-
tion at an offset pointing of-(6',0') (dotted blue histogram) compared to the aimpoint spectrum
(dashed black histogram). The spectra are of the quandities(X) - PHA(X,t). A correction factor

is determined by imposing a multiplicative corrective taabn the gain until the two spectra match
each other (solid red histogram; PiH#&(X,t), v = 0.875). The matching is done over PHA values
bracketed by the vertical dotted lines. Also shown on thésgs short vertical bars at the top are the
locations of the medians of the spectra, in the same styleeasorresponding histograms. Note that
the off-axis spectra have been normalized to the same nuofilseunts as the aimpoint spectrum.

algorithm ¢ = 0.7 : 1.2 : 0.004) that minimizes thg? value between the two functions. We lim-
ited the comparison to valuesedian(PHAag(0,t)) + 60 to minimize the effects of any lingering
background counts and outliers. We determine errors by ®@drlo bootstrapping, generating
different realizations of the counts in each bin as Poissaations for both spectra 1000 times and
recomputing the best-fit in each case. An example of thisgg®¢s shown in Figure 6.

For each epoch, the corrective facterat each of the 21 pointings are calculdtes described
above. These correction factors are shown in Figure 7. Nextjse them to interpolate a minimum
curvature surface at all locations over the detector toinlitee corrective surface(xX|t). This is
multiplied by the high-resolution gain mapg (X) to obtain the gain correction mapx) for the
epoch (Equation 5).

We test the gain correction maps by independently apply{#g)go the PHAKt) values and
comparing themedian(PHA(O|t)) for all the datasets. The results are shown in Figure 8.e%&
pected, the medians for each epoch are uniform, i.e., the garection has removed the spatial

®By definition,y = 1 at the aimpoint.
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Spatial Correction Factors to Lab Gain Map
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Figure 7: Gain correction factorsas a function of location on the detector. These correcaciofs
are relative to the pre-flight gain mapag (X).

dependence in the PHRA(). Note that these maps are intermediate products, anmbadistributed
within the calibration database.

5.2 Temporal Correction

Having made correction maps for the spatial non-uniformityhe detector response, our next task
is to correct for the time-dependence in the gain declineddscribed above, we seek to calculate
the correction as a function of time only, and then correetgain correction maps from each epoch
(9(X|t), see 85.1) by multiplying with this factor (see Equatign®Bhat is, we want to find a temporal
correction factor (TC) such that

Pl = PHAQlt) x TC(t), 7)

where t is the time since October 1999, dridis the spatially and temporally invariant PHA (that
is, matching the flat-field PHA observed at the aimpoint indbet 1999), and PHfﬁ(t) are the
flat-field PHA values.

In order to determinél C(t) we proceed as follows. We first fit lines to the medians @& th
spatially corrected PHA spectra,

median(PHA(O|t)) = m-t+b, (8)

for each observation location separately. This resultsseteof 21 slopesn and interceptd. We
exclude the October and December 1999 data from all the Gitgyst for the aimpoint data) because
the sharp non-linear drop in gain between December 1999 andibber 2000 (see Figure 3) is now

11
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Figure 8. Median “flat-fielded” PHA values as a function ofdtion on the detector, for all the
AR Lac observations. The dashed lines show the best-fitdileath set. Since the spatial correction
is relative to the aimpoint at each epoch, we expect thess tim be horizontal; the slopes of these
lines are statistically indistinguishable from 0. The kertical line in the upper left corner shows
the typical+1c error on the medians. (Note that this is larger than the emndhe raw PHA due to
the uncertainty iny, typically ~ 1%.)

incorporated in PHA@t) (compare Figures 2 and 8). The best-fit slopes are shoWwigure 9, and
confirm’ that the temporal dependence can be modeled as being urdfonss the detector, with

M = mean(m) = —0.318+ 0.014 channel monih. (9)

The average y-intercept
b =mean(b) = 1230+ 1.6 channel (10)

corresponds to the expected value of the median PI durin@titeber 1999 observation if that
dataset had followed the linear trend established by theesaling observations. The observed
difference,

A = median(Pl |octog) —b = 12.29. (11)

Including Equations 8 and 11 in Equation 7, we get the forntHertime correction for the PHA,

b+A
TC(t):{ b 0

"Note that Figure 9 differs from Figure 4 in that the medianghef spatially-corrected PHAs are used rather than the
medians of the raw PHAs.

12)
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For the gain correction maps from AO2 onwards, the fact thatane implementing the time
correction as a step function (with t corresponding to theeotmation date of the AR Lac set) is
not problematic, since the gain change is happening sldidyever, for AO1, when the gain was
changing rapidly, a single time correction is not sufficiiartthe whole time period. This problem
is illustrated in 86.1.
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Figure 9: Best-fit slopes (withdlerrors) from linear fits to the median spatially-correctdd A3
(excluding Oct and Dec 99) for each observation locatione fbrizontal dashed line shows the
average rate of decline.

For each epoch of observation t, we obtain the correspontngction factofm C(t), and mul-
tiply the previously derived “flat-fielded” gain mapsxgf) to obtain the gain correction map at each
epoch. These maps, one for each of the 7 epochs, are the fiigbrof our analysis (Figure 10).
The first versions of these maps have been available in thizatidn database since v3.3. (Updates
that are described in detail here, such as including upate-ceprocessing, accounting for proper
background subtraction, accounting for the telemetryratdd times during AO-6, improving the
time dependence fits, etc., will be made available in the G&ttDB release.)

6 Discussion

6.1 Testingthe New Maps

To test the new gain-correction maps, we again return toativespurce and background PHA values
extracted from the AR Lac Level 1 event lists (8§3). We contlegtvalues to Pl using the appropriate
map, then find the median background subtracted PI. Figushddis the median Pl values for each
AO as a function of observation location on the detector. @ammg this figure to raw PHAS versus
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HRC-I Gain Correction Maps
clockwise from top left:

hrciD1998-10-30gainN0002.fits
hrciD1999-10-04gainN0003.fits
hrciD2000-12-12gainN0002.fits
hrciD2002-01-26gainN0002.fits
hrciD2003-02-22gainN0002.fits
hrciD2004-11-25gainN0002.fits
hrciD2005-10-17gainN0002.fits

hrciD2006-09-06gainN0002.fits

Figure 10: Gain correction maps, shown on a linear displajesitom 0.85-3. The pre-flight gain
correction map gag(X) is in the upper left corner. The subsequent time-dependegs, with
updates based on AR Lac observations, are shown chronallygiic clockwise order.

location (Figure 2) and spatially-corrected PHAs versustion (Figure 8), we can see that the
new gain correction maps have performed their task: thaamatd temporal dependencies from
pulse-height values have been removed.

For a more independent test of the newly-created gain dosremaps, we use HRC-I calibra-
tion observations of the white dwarf HZ43 (RA = 13:16:21.8b&c = +29:05:55.44 (FK5)) and
the supernova remnant G21.5-0.9 (RA = 18:33:32, Dec = -16:@K5)). These sources serve
as useful test sets because they have been observed negutad launch, and therefore we have
the opportunity to use each of the time-dependent gain ciiwre maps. In addition, since these
sources emit at different energies than AR Lac (peak@Q eV for HZ 43 and reaching til-2 keV
for G21.5, compared te-3 keV for AR Lac), they provide an opportunity to explore theemgy de-
pendence (if any) of the gain correction maps. (Unfortugatee do not have multiple observations
of either of these sources at offset locations, so we carsmthem to test the performance of the
new gain correction maps away from the aimpoint.)

Figure 12 shows the median source PHAs and Pls as a functiimefor HZ 43 and G21.5-
09. The gain decline can be seen in the steadily decreasivg Biker time for both sources. Our
new maps successfully remove this effect, as is clear fragrlitiearity over time of the median
Pls (calculated by applying the appropriate gain-coroectnap to the all source PHA values, then
finding the median). However, the first three G21.5 pointkgiain Oct 99, Feb 00, and Sep 00),
and the first HZ 43 point (taken in Feb 00), all converted fromARvith the “AO1” gain correction
map, are displaced. This is due to the insufficiency of a emidtme-correction over this period

14
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Figure 11: Median Pl values of AR Lac datasets, calculat@tgube new gain correction maps, as
a function of observation location. The bold vertical batret left shows the typicat1o error on
the medians, which includes the uncertainties iand TC(t), typically ~ 1% and~ 2%, respec-
tively. The horizontal dotted lines show linear least-ggadits to data for each AO. The slopes are
statistically consistent with zero.

of time when the gain was changing rapidly. Work is in progriesfind a suitable solution to this
problem. For now, we warn users to be aware of this issue anddaaution when applying the
gain map for data taken between October 1999 and Decemb@r 200

6.2 Correation with Dosage

Cumulative dosage maps for the HRC-I are made each monthrbgniwg the Level 1 event lists
from observations taken that month to the previous montbsade map. Because the dosage is
expected to affect the gain, we consider the possibility e gain decline at a given location on
the detector (as evidenced by the median PHA drop at that between Oct 99 and a later date) is
correlated with the cumulative dosage that location reszkiwVe explore this relationship in Figure
13. The dosages plotted here are totals from the 800x80&,ghiggions used when extracting AR
Lac events in 8§3. Surprisingly, we find that there is not argjrcorrelation between gain decline and
dosage. For example, the points at1# off-axis and the points at 4ff-axis have received roughly
the same amount of dosage since launch,ctunts, but the median PHAs in the first group have
declined by about 12 channels, while the median PHAs in tbersegroup have declined by 30
channels (see top panel of Figure 13). It seems that ared afetector where the gain is higher
(i.e. near the center) experience relatively larger gagpdithan the low gain areas far offaxis. This
pattern is seen in the HRC-S as well (Posson-Brown et al.,ariemreparation).
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However, the dosage maps include only the telemeteredsVvEng total event rate for HRC-I,
prior to on-board vetoing, averages+@50 cts 5* (Weisskopf et al 2002). This rate is dominated
by the particle background which, unlike X-ray events, iscancentrated at the aimpoint. Rather,
it is very roughly uniform (to+ 20%) across the detector (Juda 2002). This may explain wéy th
gain decline does not correspond as strongly to telemetiysage as we might expect.

Based on lab measurements, we expect a gain decline of 18¥%agdarticle fluence of approx-
imately 6x 10’cm™ (Juda 2001), or & 10° events (the detector area-s100cn?). Estimating
the average HRC total event rate to be 25@sVeisskopf et al 2002) and the total ONTIME of the
detector thus far as.4x 10° s gives~ 1.1 x 10° counts® well under the lab limit. Note though
that this number is an underestimate, by a factor 2-3x, mxthe HRC high-voltage (HV) is occa-
sionally on even outside of the observation ONTIME (M.Jud&.&obe, private communication).
Nevertheless, the fact that we have already seen gain deciil0% suggests that the correlation
of gain decline with dosage may be more complex than expestcontinue to investigate this
connection.

7 Summary

By monitoring the background-subtracted median source £fidm AR Lac observations taken
regularly at 21 locations on the HRC-I, we have seen that étectbor gain has declined since the
beginning of the mission. At the aimpoint, the gain has deaprapidly between October 1999 and
December 2000, with the median PHA falling by 17 channelsic&then, the gain has declined
more slowly and linearly, with the median PHA changing at serage rate ofv —=3.7 channels
per year at all monitored locations (excluding the four auigst pointings at 141’ off-axis, where
the rate is~ —1.4 channels per year). As of October 2003, the HRC door is kegh at all times;
however, we see no evidence of any recent acceleration igdimedrop: leaving the HRC door
open has not had a measurable effect on the gain decline.

To address this gain decline, we have made a series of tipeadent gain correction maps by
using the AR Lac observations to update the pre-flight gaip.m&fe first derive a set of spatial
corrections for each year by comparing the offset to aimipAiR Lac profiles for that year. We
then derive a time correction as a step function of time, thasdinear fits to the spatially-corrected
PHA values. The final gain correction maps remove the spatidltemporal dependencies from
the resulting PI spectra, allowing for direct comparisogarelless of observation date or location
on the detector. (Note, however, that caution should be wéesh dealing with observations taken
between October 1999 and December 2000.)

Surprisingly, the gain decline is not strongly correlateihvihe telemetered HRC-I dosage.
Even estimating the total HRC-I dosage to date does not iexfila magnitude of gain decline
seen. We conclude that correlation of the gain decline watbade is not as expected, and continue
to explore this relationship. We also continue to monit@ gain with regular observations of AR
Lac, and investigate the possibility of a functional gairrection.

8This is larger than the numbers derived from the dosage nimesuse the latter includes only events in the Level 1
event lists, whereas the former is the total event rate poi@n-board vetoing.
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Figure 12: Gain correction for HRC-I calibration obsereas of HZ 43 (top) and G21.5-0.9 (bot-
tom) for data taken at the detector aimpoint. The diamondg/ghe median source PHAS, which
clearly show the effects of the gain decline. The squarew she median source Pls, calculated
using gain correction maps appropriate for the observadimie. The dotted lines are linear least-
squares fits to the Pls (excluding those calculated with tB& fap: the first dataset for HZ 43 and
the first 3 datasets of G21.5-0.9). The fits are consisterit fidtness (slopes 6f0.03+ 0.04 for
HZ 43 (top) and-0.02+ 0.08 for G21.5-0.9 (béﬁom)), indicating that the gain mapeshsuccess-
fully removed the temporal dependence from the Pls.
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Figure 13:Top: The absolute change in median AR Lac PHA as a function of atesclmulative
telemetered dosage since launch. The poinSRIHA = 0 show the dosage accumulated at the 21
AR Lac observations locations by October 19®bttom: The fractional change in median PHA
as a function of telemetered dosage accumulated at eadiolosince October 1999. (That is, the
dosage received at each location as of October 1999 has bbeacied from the points for that
location.) These plots show that the relation between gadlink and dosage is complex and not
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References

—Juda, M., 2001HRC Rates and High Solar ActivifCXC Memo, available at
http://hea-ww. harvard. edu/ juda/ menos/ hrc_bkg/ hi gh_sol ar. ht m

—Juda, M. et al, 2002, Proceedings of SPIE, 4851, 112

—Juda, M., 2004HRC-Y Shutter Failure (OCCcm06110): FDB Closedoihandra Flight Note
(#441), available at

http://hea-ww. harvard. edu/ juda/ nmenos/shutter_anomal y/shutter_fail ure. pdf
— Kashyap, V. & Drake, J.J., 2000, BASI 28, 475

— Pease, D., Drake, J., 200®pnitoring the HRC-S Gain with the LETG/HRC{&XC Memo,
available aht t p: / / asc. harvard. edu/ cal / Hr ¢/ gai n. ht m

— Posson-Brown, J., Donnelly, H., 20(yolution of PHA Response in the HRECXC Memo,
available aht t p: // asc. harvar d. edu/ cal / Hr ¢/ gai n. ht m )

—van Dyk, D.A., Connors, A., Kashyap, V.L., & Siemiginowska, 2001, ApJ, 548, 224

— Wilton, C., Posson-Brown, J., Juda, M., Kashyap, V., 2006 HRC-I Gain MapPoster #9.10
at the 2005 Chandra Calibration Workshop, available at
http://asc. harvard. edu/ ccw proceedi ngs/ 05_proc/ presentations/w | ton/

19



Table 3: HRC-I AR Lac calibration observations used in dogabf the time-dependent gain cor-
rection maps.

(Y, Z) Offset Oct 99 Dec 99 Dec 00 Jan 02
[arcmin] ObslD Exptime[s] DTCOR | ObsID Exptime[s] DTCOR | ObsID Exptime[s] DTCOR | ObsID Exptime[s] DTCOR
(0,0 1321 994.893 0.994 | 1484 1287.76 0.995 996 3079.97 0.996 | 2608 1187.59 0.994
(2,0) 1324 994,911 0.995 | 1485 1279.25 0.994 | 2345 1182.04 0.988 | 2617 1186.43 0.994
0,2) 1342 994.932 0.995 | 1491 1288.67 0.995 | 2351 1180.02 0.995 | 2611 1186.41 0.994
(-2,0) 1336 992.810 0.994 | 1489 1293.24 0.998 | 2349 1184.09 0.995 | 2610 1193.82 0.994
(0,-2) 1330 994.854 0.994 | 1487 1279.34 0.995 | 2347 1177.71 0.993 | 2618 1189.64 0.994
(2,2) 1345 994.893 0.994 | 1492 1279.76 0.994 | 2352 1180.02 0.995 | 2604 1122.47 0.999
(-2,2) 1339 992.794 0.994 | 1490 1287.82 0.995 | 2350 1188.19 0.995 | 2619 1188.50 0.994
(-2,-2) 1333 994.878 0.994 | 1488 1287.83 0.995 | 2348 1177.97 0.995 | 2624 1658.56 0.995
(2,-2) 1327 994.768 0.994 | 1486 1286.66 0.995 | 2346 1182.04 0.993 | 2609 1188.50 0.994
(4,0) 1348 994.927 0.995 | 1493 1286.80 0.995 | 2353 1149.96 0.995 | 2620 1191.83 0.994
(0,4) 1366 994.908 0.995 | 1499 1286.95 0.995 | 2359 1189.98 0.995 | 2606 1197.72 0.994
(-4,0) 1360 994.983 0.995 | 1497 1286.74 0.995 | 2357 1189.99 0.995 | 2621 1186.68 0.994
(0,-4) 1354 994,912 0.995 | 1495 1288.72 0.995 | 2355 1177.94 0.995 | 2612 1193.78 0.994
(6,0) 1351 994.875 0.994 | 1494 1287.65 0.995 | 2354 1179.98 0.995 | 2605 1188.82 0.994
(0,6) 1369 994.901 0.995 | 1500 1289.40 0.995 | 2360 1188.90 0.995 | 2607 1186.77 0.994
(-6,0) 1363 994.946 0.995 | 1498 1287.84 0.995 | 2358 1180.00 0.995 | 2613 1188.64 0.994
(0,-6) 1357 993.032 0.995 | 1496 1289.85 0.995 | 2356 1165.67 0.995 | 2614 1188.62 0.994
(10,10) 1372 994.967 0.995 | 1501 1288.26 0.995 | 2361 1189.99 0.995 | 2615 1186.83 0.995
(-10,10) 1381 8145.72 0.993 | 1504 1284.88 0.995 | 2364 1179.96 0.995 | 2616 1195.73 0.995
(-10,-10) 1378 994,991 0.995 | 1503 1290.18 0.995 | 2363 1099.99 0.995 | 2623 1188.72 0.995
(10,-10) 1375 995.055 0.995 | 1502 1287.84 0.995 | 2362 1159.97 0.995 | 2622 1195.72 0.995
(Y, Z) Offset Feb 03 Nov 04 Oct 05 Sep 06
[arcmin] ObslD Exptime[s] DTCOR | ObsID Exptime[s] DTCOR | ObsID Exptime[s] DTCOR | ObsID Exptime[s] DTCOR
(0,0 4294 1176.86 0.994 | 6133 1076.92 0.993 | 5979 1970.90 0.992 | 6519 3143.17 0.991
(2,0) 4303 1179.68 0.994 | 6134 1071.80 0.993 | 5980 1045.48 0.884 | 6520 1173.98 0.991
0,2) 4297 1179.68 0.994 | 6135 1079.14 0.993 | 5981 589.796 0.500 | 6521 1171.12 0.991
(-2,0) 4296 1175.69 0.995 | 5063 1059.93 0.993 | 5982 1061.43 0.896 | 6522 1175.34 0.991
(0,-2) 4304 1177.40 0.994 | 5064 1068.12 0.993 | 5983 410.867 0.349 | 6523 1165.13 0.991
(2,2) 4290 646.692 0.999 | 5066 1077.09 0.993 | 5985 539.020 0.457 | 6525 1169.15 0.991
(-2,2) 4305 1100.07 0.994 | 5067 1083.02 0.993 | 5986 383.852 0.323 | 6526 1172.19 0.991
(-2,-2) 4310 1553.98 0.995 | 5068 1073.57 0.993 | 5987 235.416 0.200 | 6527 1159.18 0.991
(2,-2) 4295 1178.42 0.995 | 5065 1083.07 0.993 | 5984 582.467 0.493 | 6524 1165.45 0.991
(4,0) 4306 1175.64 0.995 | 5071 1066.16 0.992 | 5990 1125.68 0.992 | 6530 1164.40 0.991
0,4) 4293 1178.96 0.994 | 5073 1068.13 0.992 | 5992 1171.31 0.993 | 6532 1175.32 0.991
(-4,0) 4307 1179.66 0.994 | 5075 511.306 0.992 | 5994 1174.03 0.993 | 6534 1174.22 0.991
(0,-4) 4300 1178.63 0.994 | 5069 1076.88 0.993 | 5988 311.304 0.264 | 6528 1174.21 0.991
(6,0) 4291 886.898 0.991 | 5072 1066.25 0.992 | 5991 1166.76 0.993 | 6531 1171.18 0.991
(0,6) 4292 1175.26 0.994 | 5074 672.529 0.989 | 5993 1179.36 0.993 | 6533 1165.43 0.991
(-6,0) 4299 1182.44 0.994 | 5076 798.618 0.990 | 5995 1167.47 0.992 | 6535 1171.12 0.991
(0,-6) 4298 1173.10 0.994 | 5070 1077.90 0.993 | 5989 415.781 0.357 | 6529 1165.94 0.991
(10,10) 4301 1176.34 0.994 | 5079 1078.81 0.993 | 5998 1176.88 0.992 | 6538 1182.17 0.991
(-10,10) 4302 1173.44 0.994 | 5080 1073.95 0.993 | 5999 1164.38 0.992 | 6539 1174.40 0.991
(-10,-10) 4309 1182.73 0.995 | 5077 1061.77 0.992 | 5996 1058.72 0.989 | 6536 1172.21 0.991
(10,-10) 4308 1173.62 0.995 | 5078 1078.00 0.993 | 5997 1148.12 0.990 | 6537 1164.54 0.991




